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Abstract. The paper contains loose notes on the subject of amenability of discrete groups.
The origin of these notes is a series of lectures the author gave at the “Operator Algebras and

Quantum Groups” seminar at the Department of Mathematical Methods in Physics, Faculty of

Physics, University of Warsaw.

Throughout these notes Γ will be a discrete group with unit element denoted by e. We will
consider various algebras associated with Γ. In particular the group algebra C[Γ] and the convo-
lution algebra `1(Γ). Note that C[Γ] is a dense unital ∗-subalgebra of `1(Γ). The convolution of
functions on Γ will be denoted by the symbol “∗”:

(f ∗ g)(t) =
∑
s∈Γ

f(s)g(s−1t).

The algebra `1(Γ) carries an isometric involution

f∗(t) = f(t−1)

for f ∈ `1(Γ) and all t ∈ Γ.
For t ∈ Γ the symbol δt will denote the function Γ→ C whose value at t is 1 and which is zero

elsewhere. The functions {δt}t∈Γ will be treated as elements of C[Γ], `1(Γ) or `2(Γ) depending on
what we need.

Throughout the notes Hilbert space scalar products will be linear in the second variable. We
will use the notation (φ ψ) for the scalar product of vectors φ and ψ and if T is an operator on
the Hilbert space in question we will at times write (φ T ψ) for the “matrix element” of T which
is the same thing as (φ Tψ).

For a Banach space X the symbol X1 will denote the closed unit ball of X. Moreover, sometimes
we will write Y1 for an intersection of a subset Y of X with X1.

1. Representations of Γ and `1(Γ)

By Rep(Γ) we will denote the class of all unitary representations of Γ. For each U ∈ Rep(Γ)
the Hilbert space on which U acts will be denoted by HU . For f ∈ `1(Γ) and U ∈ Rep(Γ) we
define Uf ∈ B(HU )

Uf =
∑
t∈Γ

f(t)Ut

So defined mapping `1(Γ) 3 f 7→ Uf ∈ B(HU ) is a unital ∗-homomorphism.
For any t ∈ Γ we denote by δt the characteristic function of {t}.

Proposition 1.1. There is a bijection between unital ∗-representations of `1(Γ) on Hilbert spaces
and unitary representations of Γ.

In one direction we already constructed a representation of `1(Γ) from an element of Rep(Γ).
Conversely, given a unital ∗-representation π : `1(Γ)→ B(H) for some Hilbert space H we define
Ut = π(δt). Clearly this is a unitary representation of Γ and for each f ∈ `1(Γ) we have

Uf = π(f).

1
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2. Group C∗-algebra

For any element f ∈ `1(Γ) we definei

‖f‖C∗(Γ) = sup
U∈Rep(Γ)

‖Uf‖B(HU ).

This is always finite because for each f ∈ `1(Γ) and U ∈ Rep(Γ)

‖Uf‖B(HU ) =
∥∥∥∥∑
t∈Γ

f(t)Ut

∥∥∥∥
B(HU )

≤
∑
t∈Γ

∣∣f(t)
∣∣ = ‖f‖1.

Let us define the regular representation λ : Γ→ B
(
`2(Γ)

)
in which an element t ∈ Γ is mapped

to the unitary operator λt ∈ B
(
`2(Γ)

)
acting as

(λtψ)(s) = ψ(t−1s)

for any ψ ∈ `2(Γ) and s ∈ Γ. By considering the regular representation we see that ‖ · ‖C∗(Γ) is a
norm, since for any f ∈ `1(Γ) we have

‖f‖C∗(Γ) ≥ ‖λf‖B(`2(Γ)) ≥ ‖λfδe‖2 = ‖f‖2
which is zero if and only if f = 0.

The completion of `1(Γ) with respect to ‖ · ‖C∗(Γ) is denoted by C∗(Γ) and it is a unital C∗-
algebra. Any representation of C∗(Γ) gives by restriction a unital ∗-representation of `1(Γ) and,
by construction, for any unital ∗-representation π of `1(Γ) on a Hilbert space H there exists a
unique representation of C∗(Γ) whose restriction to `1(Γ) is π. It follows from Proposition 1.1
that representations of C∗(Γ) are in bijective correspondence with unitary representations of Γ.

3. Positive definite functions

Definition 3.1. A function ϕ : Γ→ C is positive definite if for any n ∈ N and t1, . . . , tn ∈ Γ the
matrix 

ϕ(t−1
1 t1) ϕ(t−1

1 t2) · · · ϕ(t−1
1 tn)

ϕ(t−1
2 t1) ϕ(t−1

2 t2) · · · ϕ(t−1
2 tn)

...
...

. . .
...

ϕ(t−1
n t1) ϕ(t−1

n t2) · · · ϕ(t−1
n tn)


is positive, i.e. for any z1, . . . , zn ∈ C

n∑
i,j=1

ziϕ(t−1
i tj)zj ≥ 0.

Proposition 3.2. Let ϕ be a positive definite function on Γ then
(1) ϕ(t−1) = ϕ(t) for all t ∈ Γ,
(2)

∣∣ϕ(t)
∣∣ ≤ ϕ(e) for all t ∈ Γ.

Proof. For any t ∈ Γ the matrix [
ϕ(e) ϕ(t)
ϕ(t−1) ϕ(e)

]
is positive. Therefore it must be selfadjoint (so that ϕ(e) ∈ R and ϕ(t−1) = ϕ(t)). Choosing
z1 = 1 and z2 such that |z2| = 1 and z2ϕ(t) = −

∣∣ϕ(t)
∣∣ we get

0 ≤ z1ϕ(e−1e)z2 + z1ϕ(e−1t)z2 + z2ϕ(t−1e)z1 + z2ϕ(t−1t)z2

=
(
|z1|2 + |z2|2

)
ϕ(e) + 2<z1z2ϕ(t)

(because ϕ(t−1) = ϕ(t)) and (2) follows. �

iThere is no need to worry about taking supremum over a class because we are in fact taking a supremum of an
image of the class Rep(Γ) inside the set R.
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In particular all positive definite functions are bounded and their `∞-norm is attained at e ∈ Γ.
Also notice that the complex conjugate of a positive definite function is positive definite and a

pointwise product of positive definite functions if positive definite. This is because the complex
conjugate of a positive matrix is positive and entry-wise product of positive matrices is positive:

Proposition 3.3. Let

A =


α1,1 α1,2 · · · α1,n

α2,1 α2,2 · · · α2,n

...
...

. . .
...

αn,1 αn,2 · · · αn,n

 and B =


β1,1 β1,2 · · · β1,n

β2,1 β2,2 · · · β2,n

...
...

. . .
...

βn,1 βn,2 · · · βn,n


be positive matrices and let

C =


α1,1β1,1 α1,2β1,2 · · · α1,nβ1,n

α2,1β2,1 α2,2β2,2 · · · α2,nβ2,n

...
...

. . .
...

αn,1βn,1 αn,2βn,2 · · · αn,nβn,n


Then C is positive.

Proof. Let us fix z1, . . . , zn ∈ C. Since B is positive, there is a matrix

D =


δ1,1 δ1,2 · · · δ1,n
δ2,1 δ2,2 · · · δ2,n

...
...

. . .
...

δn,1 δn,2 · · · δn,n


such that B = D∗D. We have

n∑
i,j=1

ziαi,jβi,jzj =
n∑

i,j=1

ziαi,j

( n∑
k=1

δk,iδk,j

)
zj =

n∑
k=1

( n∑
i,j=1

(ziδk,i)αi,j (zjδk,j)
)

which is positive as each summand of the outer sum is positive. �

Example 3.4. Let U ∈ Rep(Γ) and choose ξ ∈ HU then the function

ϕ : Γ 3 t 7−→ (ξ Ut ξ) ∈ C
is positive definite and ϕ(e) = ‖ξ‖2. Indeed if t1, . . . , tn ∈ Γ and z1, . . . , zn ∈ C then

n∑
i,j=1

ziϕ(t−1
i tj)zj =

n∑
i,j=1

zi
(
ξ U−1

ti Utj ξ
)
zj

=
n∑

i,j=1

(
ziUtiξ zjUtjξ

)
=
∥∥∥∥ n∑
i=1

ziUtiξ

∥∥∥∥2

≥ 0

Any positive definite function ϕ on Γ gives a linear functional on `1(Γ) (being an element of
`∞(Γ)). We will denote this functional by ωϕ:

ωϕ(f) =
∑
t∈Γ

ϕ(t)f(t)

for f ∈ `1(Γ).

Proposition 3.5. For any positive definite ϕ the functional ωϕ is positive in the sense that for
any f ∈ `1(Γ) we have

ωϕ(f∗ ∗ f) ≥ 0. (1)
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Proof. For f ∈ `1(Γ) let (fn)n∈N be a sequence of finitely supported functions on Γ converging to
f in `1. Since ωϕ is continuous (‖ωϕ‖ = ‖ϕ‖∞ = ϕ(e)) we have

ωϕ(f∗ ∗ f) = lim
n→∞

ϕ(f∗n ∗ fn).

Therefore it is enough to prove (1) for a finitely supported f . To that end let

f =
n∑
i=1

ztiδti .

We have

ωϕ(f∗ ∗ f) = ωϕ

(( n∑
i=1

ztiδt−1
i

)
∗
( n∑
j=1

ztjδtj

))

=
n∑

i,j=1

ztiωϕ
(
δt−1

i
∗ δtj

)
ztj

=
n∑

i,j=1

ztiωϕ
(
δt−1

i tj

)
ztj =

n∑
i,j=1

ztiϕ(t−1
i tj)ztj ≥ 0.

�

Before we continue we need to turn our attention to the following fact: we know that for a
positive definite function ϕ the functional ωϕ is positive and attains its norm on δe. However this
is true for all positive functionals, not only those of the form ωϕ (in fact the following proof works
for a positive linear functional on any ∗-algebra). To see this let ω be a positive functional on
`1(Γ) and fixing f, g ∈ `1(Γ) consider the polynomial

P (t) = ω
(
(f + tg)∗ ∗ (f + tg)

)
.

Then P (t) ≥ 0 for all t ∈ R. In particular the coefficient of t must be real:

ω(f∗ ∗ g) + ω(g∗ ∗ f) ∈ R.
For g = δe we obtain ω(f∗) +ω(f) ∈ R and if moreover f = f∗ we get ω(f) ∈ R. This means that
ω is a selfadjoint functional:

ω(h∗) = ω
((

h+h∗

2 + ih−h
∗

2i

)∗)
= ω

(
h+h∗

2 − ih−h
∗

2i

)
= ω

(
h+h∗

2

)
− iω

(
h−h∗

2i

)
= ω

(
h+h∗

2

)
+ iω

(
h−h∗

2i

)
= ω(h)

for any h ∈ `1(Γ).
This shows that

P (t) = ω(g∗ ∗ g)t2 + 2<ω(f∗ ∗ g)t+ ω(g∗ ∗ g)
and the standard method yields the Schwarz inequality∣∣ω(f∗ ∗ g)

∣∣2 ≤ ω(f∗ ∗ f)ω(g∗ ∗ g).

To see that ‖ω‖ = ω(δe) we note first that clearly ‖ω‖ ≥ ω(δe). On the other hand the Schwarz
inequality shows that for any f ∈ `1(Γ)∣∣ω(f)

∣∣2 =
∣∣ω(δ∗e ∗ f)

∣∣2 ≤ ω(δe)ω(f∗ ∗ f) ≤ ω(δe)‖ω‖‖f‖21.
Taking sup

‖f‖1=1

on both sides gives

‖ω‖2 ≤ ω(δe)‖ω‖
which shows that ‖ω‖ ≤ ω(δe).
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In particular for any f, g ∈ `1(Γ) we have

0 ≤ ω(g∗ ∗ f∗ ∗ f ∗ g) ≤
∥∥ω(g∗ ∗ · ∗ g)

∥∥‖f∗ ∗ f‖1
= ω(g∗ ∗ δe ∗ g)‖f∗ ∗ f‖1 = ω(g∗ ∗ g)‖f∗ ∗ f‖1.

Thus if ω(g∗ ∗ g) = 0 then ω
(
(f ∗ g)∗ ∗ (f ∗ g)

)
= 0 and it follows that the subspace

Nω =
{
g ∈ `1(Γ) ω(g∗ ∗ g) = 0

}
is a left ideal of `1(Γ). (It follows from the Schwarz inequality that this is a vector subspace of
`1(Γ).)

Proposition 3.6. Let ϕ be a positive definite function on Γ. Then there exists U ∈ Rep(Γ) and
ξ ∈ HU such that

ϕ(t) = (ξ Ut ξ)
for all t ∈ Γ.

Proof. Let N = Nωϕ
as above, i.e

N =
{
f ∈ `1(Γ) ωϕ(f∗ ∗ f) = 0

}
.

Since N is an ideal in `1(Γ) we have a representation π of `1(Γ) on H = `1(Γ)/N by

π(f)(h+N ) = f ∗ h+N .
Now H is a pre-Hilbert space with scalar product

(f +N g +N ) = ωϕ(f∗ ∗ g).

and each π(f) is bounded:∥∥π(f)(h+N )
∥∥2 = (f ∗ h+N f ∗ h+N )

= ωϕ
(
(f ∗ h)∗ ∗ (f ∗ h)

)
≤ ωϕ(h∗ ∗ h)‖f∗ ∗ f‖1
≤ ωϕ(h∗ ∗ h)‖f‖21 = ‖h+N‖2‖f‖21,

so that
∥∥π(f)

∥∥ ≤ ‖f‖1.
Upon completing H to a Hilbert space H we obtain a unital ∗-representation π of `1(Γ) on H,

since
(h+N π(f)(g +N )) = (h+N f ∗ g +N )

= ωϕ
(
h∗ ∗ f ∗ g

)
= ωϕ

(
(f∗ ∗ h)∗ ∗ g

)
= (π(f∗)(h+N ) g +N ) .

Moreover the image ξ of δe in the obvious map `1(Γ)→ H is a cyclic vector for π and we have

ωϕ(f) = (ξ π(f) ξ) .

Recall that ϕ(t) = ωϕ(δt). This means that

ϕ(t) = (ξ Ut ξ) ,

where U ∈ Rep(Γ) is defined as Ut = π(δt) (cf. Proposition 1.1). �

Corollary 3.7. Let ϕ be a positive definite function on Γ. Then the positive functional ωϕ on
`1(Γ) is continuous for the norm ‖ · ‖C∗(Γ).

Proof. We have ∣∣ωϕ(f)
∣∣ =

∣∣(ξ π(f) ξ)
∣∣ ≤ ‖ξ‖2∥∥π(f)

∥∥ ≤ ‖ξ‖2‖f‖C∗(Γ)

for any f ∈ `1(Γ). �

Therefore any positive definite function ϕ on Γ defines a positive functional ωϕ on C∗(Γ).
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4. Positive definite functions and states on C∗(Γ)

Let us denote by P1(Γ) the set of those positive definite functions on Γ which have value 1 at
the neutral element e. Clearly for any ϕ ∈ P1(Γ) the positive functional ωϕ on C∗(Γ) is a state.ii

We will denote the state space of C∗(Γ) by the symbol S
(
C∗(Γ)

)
.

Proposition 4.1. The mapping

P1(Γ) 3 ϕ 7−→ ωϕ ∈ S
(
C∗(Γ)

)
(2)

is a bijection and a homeomorphism for the topology of pointwise convergence on P1(Γ) and weak∗

topology on S
(
C∗(Γ)

)
.

Proof. For ω ∈ S
(
C∗(Γ)

)
let πω be the GNS representation of C∗(Γ) with cyclic vector Ωω. Define

ϕω : Γ 3 t 7−→ (Ωω πω(δt) Ωω) .

Clearly ϕω is a positive definite function. We have for any f ∈ `1(Γ)

ωϕω (f) =
∑
t∈Γ

ϕω(t)f(t)

=
∑
t∈Γ

(Ωω πω(δt) Ωω) f(t)

=

(
Ωω

∑
t∈Γ

f(t)πω(δt) Ωω

)
= (Ωω πω(f) Ωω) = ω(f).

Similarly for a fixed ϕ ∈ P1(Γ) and any t ∈ Γ we have

ϕωϕ
(t) =

(
Ωωϕ

πωϕ
(δt) Ωωϕ

)
= ωϕ(δt) = ϕ(t),

which shows that (2) is a bijection.
If (ωi) is a net of states on C∗(Γ) converging to a state ω in the weak∗ topology then

ωi(δt) −−−→ ω(δt)

for any t ∈ Γ, i.e. ϕωi

pointwise−−−−−−→ ϕω.
Conversely if (ϕi) is a net in P1(Γ) converging pointwise to an element ϕ ∈ P1(Γ) then

ωϕi
(δt) −−−→ ωϕ(δt)

for any t and thus
ωϕi

(x) −−−→ ωϕ(x)
for any x ∈ C[Γ]. Given y ∈ C∗(Γ) we can for any ε > 0 find xε ∈ C[Γ] such that

‖y − xε‖C∗(Γ) <
ε
3 .

Moreover there exists iε such that for all i < iε we have∣∣ωϕi(xε)− ωϕ(xε)
∣∣ < ε

3 .

Since all ωϕi
and ωϕ have norm 1 on C∗(Γ), it follows that∣∣ωϕi(y)− ωϕ(y)

∣∣ ≤ ∣∣ωϕi(y)− ωϕi(xε)
∣∣+
∣∣ωϕi(xε)− ωϕi(xε)

∣∣+
∣∣ωϕ(xε)− ωϕ(y)

∣∣ < ε

for all i < iε. �

iiA state on a C∗-algebra is a positive linear functional of norm 1. A positive functional always attains its norm

on the unit.
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5. Amenability

We define left and right translation operations on functions on Γ: let f be any function on Γ,
for t ∈ Γ we define

Ltf(s) = f(t−1s), Rxf(s) = f(sx)
for all s ∈ Γ.

Definition 5.1. Γ is amenable if there exists a state m on `∞(Γ) such that

m(Ltf) = m(f)

for all f ∈ `∞(Γ) and t ∈ Γ. Such a state m is called a left invariant mean on Γ.

The next proposition shows how invariance of the mean can be expressed without using points
of the set Γ.

Proposition 5.2. Let m be a left invariant mean on Γ. Then for any φ ∈ `1(Γ) such that∑
s∈Γ

φ(s) = 1 we have

m(φ ∗ f) = m(f)
for all f ∈ `∞(Γ).

Note that if f ∈ `∞(Γ) and φ ∈ `1(Γ) then the convolution product φ∗f is well defined because
for each t ∈ Γ the sum ∑

s∈Γ

φ(s)f(s−1t) =
∑
s∈Γ

φ(s−1)f(st)

converges. Moreover φ ∗ f ∈ `∞(Γ) and

‖φ ∗ f‖∞ = sup
t∈Γ

∣∣∣∣∑
s∈Γ

φ(s)f(s−1t)
∣∣∣∣ ≤ sup

t∈Γ

∑
s∈Γ

∣∣φ(s)
∣∣∣∣f(s−1t)

∣∣ ≤ ‖φ‖1‖f‖∞.
Proof of Proposition 5.2. Take f ∈ `∞(Γ) and φ ∈ `1(Γ). We have(

(Lxφ) ∗ f
)
(t) =

∑
s∈Γ

φ(x−1s)f(s−1t) =
∑
s∈Γ

φ(s)f(s−1x−1t) =
(
Lx(φ ∗ f)

)
(t).

Therefore the invariance of m gives

m
(
(Lxφ) ∗ f

)
= m

(
Lx(φ ∗ f)

)
= m(φ ∗ f).

Therefore the map
φ 7−→ m(φ ∗ f)

is a linear functional on `1(Γ) which is bounded:∣∣m(φ ∗ f)
∣∣ ≤ ‖φ ∗ f‖∞ ≤ ‖φ‖1‖f‖∞

and left invariant. It is easy to see that the only such functionals are given by constant functions
in `∞(Γ) = `1(Γ)∗. Therefore there exists a constant k(f) such that

m(φ ∗ f) = k(f)
∑
s∈Γ

φ(s).

For φ such that
∑
s∈Γ

φ(s) = 1 we get

m(φ ∗ f) = k(f).
In particular we can take φ = δe, which gives

k(f) = m(δe ∗ f) = m(f).

�

Since invariance of m follows from the condition in Proposition 5.2 (by taking φ = δt), we see
that m is invariant if and only if it satisfies this condition.
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Example 5.3. Let us construct a mean on the group Z. Consider the subspace c of convergent
sequences inside `∞(N). Let L be an extension to `∞(N) of the (norm 1) functional lim: c → C.
Now let T be the operator `∞(Z)→ `∞(N) defined as

(Tf)(n) = 1
2n+1

∑
k=−n

nf(k).

Then m = L◦T is a linear functional on `∞(Z) which is positive and has value 1 on the constant
function 1. Therefore it is a state. Moreover m is translation-invariant. This is because for
any f ∈ `∞(Z) and any t ∈ Z the function T (f − Ltf) belongs to the subspace c0 of sequences
converging to 0. Indeed, for ∈ Z we have∣∣T (f − Ltf)(n)

∣∣ =
∣∣∣∣ 1

2n+1

n∑
k=−n

f(k)− 1
2n+1

n∑
l=−n

f(l − t)
∣∣∣∣

= 1
2n+1

∣∣∣∣ n∑
k=−n

f(k)−
n−t∑

l=−n−t

f(l)
∣∣∣∣.

In the two sums in the last expression many elements cancel. In fact one can see that there are
exactly 2|t| terms which do not cancel, therefore∣∣T (f − Ltf)(n)

∣∣ ≤ 2|t|
2n+1‖f‖∞

which converges to 0 as n→∞.

Example 5.3 shows how highly non-unique are means on amenable groups. By an application
of the Markov-Kakutani fixed point theorem one can show that any abelian group is amenable.

Example 5.4. Let us see that the free group on two generators, F2, is not amenable. When a group
Γ is amenable and m is an invariant mean on Γ we can use m to define a translation-invariant
finitely additive probability measure µ on Γ by putting µ(E) = m(χE) for any E ⊂ Γ. We will
show that such a finitely additive invariant probability measure does not exist on F2.

Denote the generators of F2 by a and b and let

A+ =
{

reduced words beginning with a
}
,

B+ =
{

reduced words beginning with b
}
,

A− =
{

reduced words beginning with a−1
}
,

B− =
{

reduced words beginning with b−1
}
.

The group F2 is a disjoint union of {e} and the sets A+, B+, A− and B−. Now assume that there
exists a finitely additive translation-invariant probability measure µ defined on all subsets of F2

Note that aA− consists of all reduced words which do not begin with a. Thus

F2 = A+ ∪ aA−
(disjoint union). Therefore 1 = µ(F2) = µ(A+) + µ(aA−) = µ(A+) + µ(A−). Now since

bA+ ⊂ B+ ⊂ aA−
we have µ(A+) = µ(bA+) ≤ µ(aA−) = µ(A−) and similarly from

bA− ⊂ B+ ⊂ a−1A+

we infer µ(A−) = µ(bA−) ≤ µ(a−1A+) = µ(A+). Thus µ(A−) = µ(A+) = 1
2 . But this implies

that µ(B+) = µ(B−) = 0, while

µ(B+) ≥ µ(bA+) = µ(A+) = 1
2 .

This contradiction shows that F2 is not amenable.
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6. Permanence properties

Theorem 6.1.
(1) If Γ is amenable and Γ0 ⊂ Γ is a subgroup then Γ0 is amenable.
(2) If Γ is amenable and Φ is a homomorphism form Γ onto a group Γ0 then Γ0 is amenable.
(3) If Γ has a normal subgroup Γ0 such that Γ0 and Γ/Γ0 are amenable then Γ is amenable.
(4) If Γ has a directed family of subgroups (Γα) such that Γ =

⋃
Γα and each Γα is amenable

then Γ is amenable.

Proof. Ad (1). Let m be a left invariant mean on Γ and let (xi) be a system of representatives of
right cosets of Γ0. We have

Γ =
⊔

Γ0xi.

Define Λ : `∞(Γ0)→ `∞(Γ) by
(Λf)(sxi) = f(s)

for all s ∈ Γ0 and let
m0 : `∞(Γ0) 3 f 7−→ m(Λf).

It is easy to see that m0 is a state on `∞(Γ0). Moreover, since for any t ∈ Γ0 we have

(ΛLtf)(sxi) = (Ltf)(s) = f(t−1s) = (Λf)(t−1sxi) = (LtΛf)(t),

we see that
m0(Ltf) = m(ΛLtf) = m(LtΛf) = m(LtΛf) = m0(f).

Ad (2). Let m be a left invariant mean on Γ. We define

m0 : `∞(Γ0) 3 f 7−→ m(f ◦Φ).

Clearly m0 is a state on `∞(Γ0). Take x ∈ Γ0 and let y ∈ Γ be such that x = Φ(y). We have(
(Lxf)◦Φ

)
(t) = f

(
x−1Φ(t)

)
= f

(
Φ(y−1t)

)
=
(
Ly(f ◦Φ)

)
(t),

so that
m0(Lxf) = m

(
(Lxf)◦Φ

)
= m

(
Ly(f ◦Φ)

)
= m(f ◦Φ) = m0(f).

Ad (3). Let m0 be an invariant mean on `∞(Γ0) and m1 an invariant mean on Γ/Γ0. Let us
define a bounded linear map T : `∞(Γ)→ `∞(Γ) by letting

(Tf)(t) = m0

(
(δt−1 ∗ f)

∣∣
Γ0

)
.

Now if t ∈ Γ and s ∈ Γ0 then from the left invariance of m0 we obtain.
(Tf)(ts) = m0

(
(δs−1t−1 ∗ f)

∣∣
Γ0

)
= m0

(
(δs−1 ∗ δt−1 ∗ f)

∣∣
Γ0

)
= m0

(
δs−1 ∗ (δt−1 ∗ f)

∣∣
Γ0

)
= m0

(
(δt−1 ∗ f)

∣∣
Γ0

)
= (Tf)(t)

In other words Tf is constant on cosets tΓ0 of Γ0. We let T̃ f denote the function on Γ/Γ0 such
that

(Tf)(t) = (T̃ f)(tΓ0)

for all t ∈ Γ. This defines a bounded linear map T̃ : `∞(Γ) → `∞(Γ/Γ0) preserving unit and
positivity. Let m = m1◦T̃ .

To check left invariance of m we first see that for r ∈ Γ(
T (Lrf)

)
(t) = m0

(
(δt−1 ∗ δr ∗ f)

∣∣
Γ0

)
= m0

(
(δ(r−1t)−1 ∗ f)

∣∣
Γ0

)
= (Tf)(r−1t)

for all t. Therefore(
T̃ (Lrf)

)
(tΓ0) =

(
T (Lrf)

)
(t) = (Tf)(r−1t) = (T̃ f)(r−1tΓ0) = (T̃ f)(r−1Γ0tΓ0)

(this is the product in the quotient group Γ/Γ0). Now m1 is left invariant, so

m(Lrf) = m1

(
T̃ (Lrf)

)
= m1

(
Lr−1Γ0 T̃ f

)
= m1(T̃ f) = m(f).

Ad (4). For each α let mα be the mean on Γ given by first restricting a function to the subgroup
Γα and the applying the mean on Γα. This way (mα) becomes a net of norm one functionals on
`∞(Γ) all of which map positive elements to positive elements (and have value 1 on the constant
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functions 1 — this actually follows from the first two conditions) or in other words a net of states.
Let m be a weak∗ accumulation point of this net. Then clearly m is a state on `∞(Γ). To
see that m is left invariant we note that if t ∈ Γ then there exists α0 such that t ∈ Γα for all
α < α0. Therefore for any α < α0 we have mα(Ltf) = mα(f) because mα is invariant under
left multiplication by elements of Γα. It follows easily that m(Ltf) = m(f) for any t and any
f ∈ `∞(Γ). �

7. Day’s conditions

We will denote by `1+(Γ)1 the set of norm one positive functions in `1(Γ). As functionals on
`∞(Γ) these are states (more precisely all states arising from elements of `1(Γ) are necessarily
given by elements of `1+(Γ)1). For φ ∈ `1(Γ) we will denote the value of the functional on `∞(Γ)
corresponding to φ on f ∈ `∞(Γ) by

〈φ, f〉 =
∑
s∈Γ

φ(s)f(s).

Proposition 7.1. `1+(Γ)1 as a subset of `∞(Γ)∗ is weak∗ dense in S
(
`∞(Γ)

)
.

Proof. Let S0 be the image of `1+(Γ)1 in S
(
`∞(Γ)

)∗. Clearly S0 is a convex set. If ω is a state
on `∞ which is not a limit of a net of elements of S0 then there exists an element f ∈ `∞(Γ) and
δ > 0 such that

<ω(f) ≥ δ + < η(f)
for all η ∈ S0. Note that S0 contains all evaluation functionals and so we have

ω(<f) = <ω(f) ≥ δ + <f(t)

for all t ∈ Γ. Therefore ω(<f) > sup<f which is impossible for a state. �

Definition 7.2. We say that Γ satisfies weak Day’s condition if there exists a net (φi) of elements
of `1+(Γ)1 such that for any t ∈ Γ

Ltφi − φi
weak∗−−−−→ 0

in `∞(Γ)∗. The group Γ satisfies strong Day’s condition if there exists a net (φi) as above such
that

‖Ltφi − φi‖1 −−−→ 0.

We are speaking of weak∗ topology on `1(Γ) embedded in the dual of `∞(Γ), i.e. in its bi-dual.
This means simply the weak topology on `1(Γ). The only reason for this strange approach is that
we want to treat elements of `1+(Γ)1 as states on `∞(Γ) and the natural topology on the state
space is the weak∗ topology.

Theorem 7.3. Γ satisfies strong Day’s condition if and only if Γ satisfies weak Day’s condition.

Proof. Let E be the product of |Γ| copies of `1(Γ):

E =
∏
t∈Γ

`1(Γ).

Then E is a locally convex topological vector space with seminorms
{
‖ · ‖t

}
t∈Γ

given by

‖F‖t = ‖Ft‖1,
where F = (Ft)t∈Γ ∈ E. Define T : `1(Γ)→ E

(Tf)t = Ltf − f.
Let (φi) be the net of elements of `1+(Γ)1 such that

Ltφi − φi
weak∗−−−−→ 0

for all t ∈ Γ (weak∗ topology taken from `∞(Γ)∗). Then Tφi −−−→ 0 in E in the weak topology
(because this is the product of weak topologies, i.e. a net (Fα)α∈A converges to 0 weakly in E if
and only if for any t

(
Fαt )α∈A converges weakly to 0 in `1(Γ). In other words zero is in the weak
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closure of T
(
`1+(Γ)1

)
. But, as T

(
`1+(Γ)1

)
is a convex set, its weak and strong closures coincide, so

there is a net (φj) in `1+(Γ)1 such that

Tφj
strong−−−−→ 0

in E, i.e. for any t ∈ Γ
‖Ltφj − φj‖1 −−−→ 0.

�

Theorem 7.4. Γ is amenable if and only if Γ satisfies weak Day’s condition.

Proof. Assume that Γ satisfies weak Day’s condition, i.e. there is a net (φi) of elements of `1+(Γ)1

such that
Ltφi − φi

weak∗−−−−→ 0
for any t. This net has an accumulation point in the weak∗ compact set of all states of `∞(Γ).
Let m be such an accumulation point and let us use the same notation (φi) for the subnet weak∗

convergent to m. We have for any f ∈ `∞(Γ) and t ∈ Γ

m(Ltf)−m(f)←−−− 〈φi, Ltf〉 − 〈φi, f〉 =
∑
s∈Γ

(
f(t−1s)− f(s)

)
φi(s)

=
∑
s∈Γ

(
φi(ts)− φi(s)

)
f(s)

= 〈Lt−1φi − φi, f〉 −−−→ 0.

so m is a left invariant mean and Γ is amenable.
Now assume that Γ is amenable and m is a left invariant mean on `∞(Γ). By the weak∗

density of states arising from elements of `1+(Γ)1 in the state space of `∞(Γ) we can find a net (φi)
of elements of `1+(Γ)1 such that the corresponding states converge to m in the weak∗ topology.
Therefore for any f ∈ `∞(Γ) and t ∈ Γ we have

〈Ltφi − φi, f〉 = 〈Ltφi, f〉 − 〈φi, f〉
= 〈φi, Lt−1f〉 − 〈φi, f〉
= 〈φi, Lt−1f〉 −m(f) +m(f)− 〈φi, f〉
= 〈φi, Lt−1f〉 −m(Lt−1f) +m(f)− 〈φi, f〉 −−−→ 0 + 0.

This shows that Ltφi − φi converges to 0 in the weak∗ topology. �

8. Reiter’s condition

Definition 8.1. We say that Γ satisfies Reiter’s condition if for any ε > 0 and any finite F ⊂ Γ
there exists φ ∈ `1+(Γ)1 such that

‖Lsφ− φ‖1 < ε (3)
for all s ∈ F .

Theorem 8.2. Γ is amenable if and only if Γ satisfies Reiter’s condition.

Proof. Assume that Reiter’s condition holds. The collection I of pairs (F, ε), where F ⊂ Γ is
finite and ε > 0 is ordered by(

(F1, ε1) ≥ (F2, ε2)
)
⇐⇒

(
F1 ⊃ F2 and ε1 ≤ ε2

)
.

For (F, ε) = i ∈ I let φi be the function in `1+(Γ)1 such that

‖Lsφi − φi‖1 < ε

for all s ∈ F . It is clear that for any t ∈ Γ we have

Ltφi − φi −−−→ 0

in `1(Γ), i.e. strong Day’s condition is satisfied.
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To prove the converse implication we note that amenability implies weak Day’s condition, which
by Theorem 7.3 implies strong Day’s condition. This means that we have a net (φi) in `1+(Γ)1

such that for any t ∈ Γ
‖Ltφi − φi‖1 −−−→ 0.

In other words for a fixed t ∈ Γ and ε > 0 there is an index ii,ε such that for all i ≥ it,ε we have

‖Ltφi − φi‖1 < ε.

Let a finite F ⊂ Γ and ε > 0 be given. Denote the elements of F by {t1, . . . , tn} and let iε be such
that iε ≥ itk,ε for k = 1, . . . , n. Then for any i ≥ iε we have

‖Lsφi − φi‖1 < ε

for all s ∈ F . Putting φ = φiε we obtain an element in `1+(Γ)1 such that (3) holds for all s ∈ F . �

8.1. Følner’s condition. Let us briefly recall a related condition on Γ describing amenability.

Definition 8.3. We say that Γ satisfies Følner’s condition if for any finite subset F of Γ and any
ε > 0 there exists a nonempty and finite U ⊂ Γ such that

|tU ÷ U |
|U |

< ε

for any t ∈ F .

We will leave the next theorem without proof.

Theorem 8.4. Γ is amenable if and only if Γ satisfies Følner’s condition.

9. Amenability in terms of positive definite functions

Let ψ ∈ `2(Γ). Let us introduce the notation ψ̃(t) = ψ(t−1). Then the convolution product ϕ =
ψ∗ψ̃ is well defined and it is a positive definite function associated with the regular representation:

ϕ(t) =
∑
s∈Γ

ψ(s)ψ̃(s−1t) =
∑
s∈Γ

ψ(s)ψ(t−1s) = (ψ λt ψ) .

Theorem 9.1. Γ is amenable if and only if for any finite F ⊂ Γ and any ε > 0 there exists
ψ ∈ `2(Γ)1 such that ∣∣1− ψ ∗ ψ̃(t)

∣∣ < ε

for all t ∈ F .

Proof. Assume first that Γ is amenable. Then Reiter’s condition is satisfied. This means that for
any finite F ⊂ Γ and ε > 0 there is φ ∈ `1+(Γ)1 such that

‖Ltφ− φ‖1 < ε2

for all t ∈ F . Let ψ = φ
1
2 . Then ψ ∈ `2(Γ) and ψ ≥ 0. We have

‖λtψ−ψ‖22 =
∑
s∈Γ

∣∣ψ(t−1s)−ψ(s)
∣∣2 ≤∑

s∈Γ

∣∣ψ(t−1s)2−ψ(s)2
∣∣ =

∑
s∈Γ

∣∣φ(t−1s)−φ(s)
∣∣ = ‖Ltφ−φ‖ < ε2

for all t ∈ F .iii Therefore for those t we have ‖λtψ − ψ‖2 < ε. Furthermore, since ‖ψ‖22 = 1 we
can compute for t ∈ F∣∣1− (ψ ∗ ψ̃)(t)

∣∣ =
∣∣(ψ ψ)− (ψ ∗ ψ̃)(t)

∣∣
=
∣∣(ψ ψ)− (ψ λt ψ)

∣∣
=
∣∣(ψ λtψ − ψ)

∣∣ ≤ ‖ψ‖2‖λtψ − ψ‖2 < ε.

Conversely, assume now that for any finite K ⊂ Γ and any δ > 0 there exists ψ ∈ `2(Γ)1 such
that ∣∣1− (ψ ∗ ψ̃)(t)

∣∣ < δ (4)

iiiFor numbers a, b ≥ 0 we have (a− b)2 ≤ |a2 − b2|.
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for all t ∈ K. Let us fix finite F ⊂ Γ and ε > 0. Let K = F ∪ F−1 and δ = ε2

8 . Then, by
assumption, there exists ψ ∈ `2(Γ)1 such that∣∣1− (ψ ∗ ψ̃)(t)

∣∣ < ε2

8

for any t ∈ F ∪ F−1. Put φ = |ψ|2. Then φ ∈ `1+(Γ)1. We have for t ∈ F

‖Ltφ− φ‖1 =
∑
s∈Γ

∣∣|ψ(t−1s)|2 − |ψ(s)|2
∣∣ ≤∑

s∈Γ

∣∣ψ(t−1s)2 − ψ(s)2
∣∣

=
∑
s∈Γ

∣∣ψ(t−1s) + ψ(s)
∣∣∣∣ψ(t−1s)− ψ(s)

∣∣
= (|λtψ + ψ| |λtψ + ψ|)
=
∣∣(|λtψ + ψ| |λtψ + ψ|)

∣∣
≤ ‖λtψ + ψ‖2‖λtψ − ψ‖2
≤
(
‖λtψ‖2 + ‖ψ‖2

)
‖λtψ − ψ‖2

≤ 2‖λtψ − ψ‖2

= 2 (λtψ − ψ λtψ − ψ)
1
2

= 2
[
(λtψ λ1ψ)− (ψ λtψ)− (λtψ ψ) + (ψ ψ)

] 1
2

= 2
[(

1− (ψ ∗ ψ̃)(t)
)

+
(
1− (ψ ∗ ψ̃)(t−1)

)] 1
2

< 2
(
ε2

8 + ε2

8

) 1
2 = ε

which proves that Reiter’s condition is satisfied. �

Corollary 9.2. Γ is amenable if and only if for any finite F ⊂ Γ and any ε > 0 there is a positive
definite function ϕ associated with the regular representation such that ϕ(e) = 1 and∣∣1− ϕ(t)

∣∣ < ε

for all t ∈ F .

10. Finite supports

Lemma 10.1. Let ϕ be a positive definite function on Γ with finite support. Then there is a
function ψ ∈ `2(Γ) such that ϕ = ψ∗ψ̃. In particular ϕ is associated with the regular representation
of Γ.

Proof. Let T be the operator `2(Γ)→ `2(Γ) defined as

φ 7−→ φ ∗ ϕ.
Then T is a bounded operator (right convolution by a summable function is bounded and JTJ is
the left convolution by ϕ̃, where J is the antilinear operator (Jφ)(s) = φ(s−1) for φ ∈ `2(Γ) and
all s ∈ Γ). Moreover T commutes with operators {λs}s∈Γ: for any φ ∈ `2(Γ) and any s, t ∈ Γ

T (λsφ) = (λtφ) ∗ ϕ = (δt ∗ φ) ∗ ϕ = δt ∗ (φ ∗ ϕ) = λt(Tφ).



14 PIOTR M. SO LTAN

Let us also see that T is a positive operator: for any φ with finite support
(φ T φ) = (φ φ ∗ ϕ)

=
∑
s∈Γ

φ(s)(φ ∗ ϕ)(s)

=
∑
s∈Γ

φ(s)
(∑
r∈Γ

φ(r)ϕ(r−1s)
)

=
∑
r,s∈Γ

φ(s)ϕ(r−1s)φ(r)

=
∑

r,s∈suppφ

φ(r)ϕ(r−1s)φ(s) ≥ 0.

because ϕ is positive definite. Clearly also (φ T φ) ≥ 0 for any other φ ∈ `2(Γ) by taking limits.
Now let us take ψ = T

1
2 δe. Then for any t ∈ Γ(

ψ ∗ ψ̃
)
(t) = (ψ λt ψ) =

(
T

1
2 δe λt T

1
2 δe

)
=
(
T

1
2 δe λtT

1
2 δe

)
=
(
T

1
2 δe T

1
2λt δe

)
= (Tδe λt δe) = (ϕ λtδe) = (ϕ δt) = ϕ(t).

�

In the proof of the next theorem we will use the following version of Reiter’s condition: for any
finite F ⊂ Γ and ε > 0 there exists φ ∈ `1+(Γ)1 with finite support such that

‖Ltφ− φ‖1 < ε

for all t ∈ F . This is satisfied by Γ is and only if Reiter’s condition holds in its original formulation.
Indeed, if F and ε are given and ψ ∈ `1+(Γ)1 is such that

‖Ltψ − ψ‖1 < ε
3

for all t ∈ F . There is a finitely supported φ ∈ `1+(Γ)1 such that

‖φ− ψ‖1 < ε
3 .

To construct such a φ find a finite S ⊂ Γ such that ‖ψ · χΓ\S‖1 < ε
6 . Put φ = ψ on S and add

value α = 1 − ‖ψ · χS‖1 = ‖ψ · χΓ\S‖1 at some point s0 6∈ S and set φ = 0 elsewhere. Then
‖φ‖1 = 1 and φ has finite support by construction. Clearly α ≥ ψ(s0). Moreover α < ε

6 and

‖φ− ψ‖1 =
∑

t 6∈(S∪{s0})

ψ(t) + α− ψ(s0) < ε
6 + ε

6 .

Then we have for any t ∈ F
‖Ltφ− φ‖1 ≤ ‖Ltφ− Ltψ‖1 + ‖Ltψ − ψ‖1 + ‖ψ − φ‖1

≤ ‖Lt‖‖φ− ψ‖1 + ‖Ltψ − ψ‖1 + ‖ψ − φ‖1 < ε,

since ‖Lt‖ = 1 (as an operator on `1(Γ)). This shows that Reiter’s condition in the original
formulation implies the stronger version. The converse implication is obvious.

Theorem 10.2. Γ is amenable if and only if for any finite F ⊂ Γ and any ε > 0 there is a finitely
supported positive definite function ϕ such that ϕ(e) = 1 and∣∣1− ϕ(t)

∣∣ < ε

for all t ∈ F .
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Proof. The “if” part follows from combination of Lemma 10.1 and Corollary 9.2.
Now if we assume that Γ is amenable then Reiter’s condition holds and thus by the discussion

preceding formulation of our theorem we have for any finite F ⊂ Γ and ε > 0 a finitely supported
φ ∈ `1+(Γ)1 such that

‖Ltφ− φ‖1 < ε

for all t ∈ F . Arguing in exactly the same way as in the first part of the proof of Theorem 9.1 we
find ψ ∈ `2(Γ) with finite support (namely ψ = φ

1
2 ) such that the positive definite function

ϕ = ψ ∗ ψ̃
satisfies ∣∣1− ϕ(t)

∣∣ < ε

for all t ∈ F . Clearly ϕ has finite support. �

11. Reduced group C∗-algebra and injectivity of the regular representation

As we saw in Section 1 the regular representation λ : Γ→ B
(
`2(Γ)

)
is faithful on C[Γ], so that

the function
C[Γ] 3 f 7−→ ‖λf‖B(`2(Γ))

is a C∗-norm. The completion of C[Γ] with respect to this norm is the reduced C∗-algebra of Γ
denoted by C∗r(Γ). Clearly the identity map C[Γ] → C[Γ] extends uniquely to a norm decreasing
map C∗(Γ)→ C∗r(Γ). This map is surjective since it has dense image and the image of a C∗-algebra
under a ∗-homomorphism is always closed. We will denote this map also by the symbol λ since it
is clearly the representation of C∗(Γ) associated with the regular representation of Γ.

Note that for each t ∈ Γ the function δt ∈ C[Γ] corresponds to the operator λt ∈ C∗r(Γ).

Theorem 11.1. Γ is amenable if and only if λ : C∗(Γ)→ C∗r(Γ) is injective.

Clearly λ is injective if and only if it is an isomorphism.

Proof of theorem 11.1. Assume first that Γ is amenable. Take b ∈ C∗(Γ) such that λ(b) = 0 and
let a = b∗b. There exists a state ω of C∗(Γ) such that ω(a) = ‖a‖. Let ϕ = ϕω (the positive definite
function associated with ω) and let (ϕi) be a net of finitely supported positive definite functions
with value 1 at e approximating pointwise the constant function 1. Then (ϕϕi) approximates the
function ϕ (pointwise). Let ωi = ωϕϕi for all i. Then, by Proposition 2 the states (ωi) converge
to ω in the weak∗ topology.

Since ϕϕi is finitely supported, there is an element ψi ∈ `2(Γ) such that

ϕϕi = ψi ∗ ψ̃i,
so that

ω(δt) = (ϕϕi)(t) = (ψi λt ψi) .
Thus for f ∈ `1(Γ) we have

ω(f) = (ψi λf ψi)
and consequently for x ∈ C∗(Γ)

ω(x) = (ψi λ(x) ψi)
In particular

ω(a) = limωi(a) = lim (ψi λ(a) ψi) = 0
since λ(a) = 0.

Now let us assume that λ is injective. Then, as we pointed out before the proof, it is an
isomorphism. Moreover, this means that the representation of C∗(Γ) arising from the trivial
representation is continuous on C∗r(Γ). In other words the map

λt 7−→ 1

extends to a continuous map ε : C∗r(Γ) → C (the trivial representation is continuous on C∗(Γ)
and we pre-compose it with the inverse of λ to get ε). This is a representation (character), so in
particular, a state. Now any state on C∗r(Γ) is a weak∗ limit of convex combinations of vector
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states (C∗r(Γ) ⊂ B
(
`2(Γ)

)
). Therefore it is a weak∗ limit of vector states arising from finitely

supported functions. Therefore There is a net of states (ωi) on C∗r(Γ) weak∗ convergent to ε
such that the positive definite functions (ϕωi◦λ) have finite support. It follows that the constant
function 1, i.e. the positive definite function corresponding to ε can be pointwise approximated by
positive definite functions of finite support taking value 1 at e. By Theorem 10.2 the group Γ is
amenable. �

12. Completely positive maps

Let A and B be C∗-algebras.

Definition 12.1. Let Φ : A → B be a linear map. We say that Φ is positive if it takes positive
elements to positive elements. For any n ∈ N we define Φn : Mn(A)→Mn(B) given by

Φn


a1,1 a1,2 · · · a1,n

a2,1 a2,2 · · · a2,n

...
...

. . .
...

an,1 an,2 · · · an,n

 =


Φ(a1,1) Φ(a1,2) · · · Φ(a1,n)
Φ(a2,1) Φ(a2,2) · · · Φ(a2,n)

...
...

. . .
...

Φ(an,1) Φ(an,2) · · · Φ(an,n)

 .
We say that Φ is completely positive (c.p.) if Φn is positive for all n.

We will sometimes use the abbreviation “u.c.p.” for “unital completely positive”.

Lemma 12.2. A linear map Φ : A → B is completely positive if and only if for any n ∈ N and
any a1, . . . , an ∈ A the matrix

Φ(a∗1a1) Φ(a∗1a2) · · · Φ(a∗1an)
Φ(a∗2a1) Φ(a∗2a2) · · · Φ(a∗2an)

...
...

. . .
...

Φ(a∗na1) Φ(a∗na2) · · · Φ(a∗nan)

 ∈Mn(B) (5)

is positive.

Proof. If Φ is c.p. then (5) is positive because the matrix
a∗1a1 a∗1a2 · · · a∗1an
a∗2a1 a∗2a2 · · · a∗2an

...
...

. . .
...

a∗na1 a∗na2 · · · a∗nan

 =


a∗1
a∗2
...
a∗n

 [a1 a2 · · · an
]

=


a∗1 0 · · · 0
a∗2 0 · · · 0
...

...
. . .

...
a∗n 0 · · · 0



a1 a2 · · · an
0 0 · · · 0
...

...
. . .

...
0 0 · · · 0


(6)

is positive.
Conversely we can show that any matrix

a =


a1,1 a1,2 · · · a1,n

a2,1 a2,2 · · · a2,n

...
...

. . .
...

an,1 an,2 · · · an,n

 ∈Mn(A)+

is a finite sum of matrices of the form (6) which proves the lemma.
So let a ∈Mn(A) be positive. There exists a matrix

b =


b1,1 b1,2 · · · b1,n
b2,1 b2,2 · · · b2,n

...
...

. . .
...

bn,1 bn,2 · · · bn,n

 ∈Mn(A)
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such that a = b∗b which means that ai,j =
n∑
k=1

b∗k,ibk,j . In other words if

ck =


b∗k,1bk,1 b∗k,1bk,2 · · · b∗k,1bk,n
b∗k,2bk,1 b∗k,2bk,2 · · · b∗k,2bk,n

...
...

. . .
...

b∗k,nbk,1 b∗k,nbk,2 · · · b∗k,nbk,n

 =


b∗k,1
b∗k,2

...
b∗k,n

 [bk,1 bk,2 · · · bk,n
]

then we have a =
n∑
k=1

ck. �

Corollary 12.3. Let B ⊂ B(H). Then Mn(B) ⊂ B(Cn ⊗ H) and we have that Φ : A → B is
c.p. if and only if for any n ∈ N, any a1, . . . , an ∈ A and any ξ1, . . . , ξn ∈ H we have

n∑
i,j=1

(ξi Φ(a∗i aj) ξj) ≥ 0.

Example 12.4. Let A be a C∗-algebra and let H and K be Hilbert spaces. Let also π : A→ B(K)
be a ∗-representation and let T ∈ B(H,K). Then the map

Φ: A 3 a 7−→ T ∗π(a)T ∈ B(H)

is completely positive. Indeed, Φn : Mn(A)→Mn

(
B(H)

)
is a composition of

Mn(A) 3


a1,1 a1,2 · · · a1,n

a2,1 a2,2 · · · a2,n

...
...

. . .
...

an,1 an,2 · · · an,n

 7−→

π(a1,1) π(a1,2) · · · π(a1,n)
π(a2,1) π(a2,2) · · · π(a2,n)

...
...

. . .
...

π(an,1) π(an,2) · · · π(an,n)

 ∈Mn

(
B(K)

)
(which is a ∗-homomorphism and hence is positive) and the map

Mn

(
B(K)

)
= B(Cn ⊗K) 3 X 7−→ (1⊗ T )∗X(1⊗ T ) ∈ B(Cn ⊗H) = Mn

(
B(H)

)
which obviously preserves positivity.

The Stinespring theorem says that any c.p. map A→ B(H) has the form described in Example
12.4.

13. Completely positive maps and positive definite functions

Let ϕ : Γ → C be a positive definite function. Then ϕ defines a linear map mϕ : C[Γ] → C[Γ]
by pointwise multiplication (we interpret C[Γ] as finitely supported functions on Γ).

Proposition 13.1. Let ϕ : Γ→ C be a positive definite function. Then mϕ : C[Γ]→ C[Γ] extends
uniquely to a c.p. map Φϕ : C∗r(Γ)→ C∗r(Γ). If ϕ(e) = 1 then Φϕ is unital.

Proof. Let us form the GNS triple (H,π, ξ) such that

ϕ(t) = (ξ π(δt) ξ)

for all t ∈ Γ (as in Section 3) and let us define S : `2(Γ)→ `2(Γ, H) by

(Sψ)(s) = ψ(s)π(δs)∗ξ.

S is bounded because

‖Sψ‖2 =
∑
s∈Γ

∥∥ψ(s)π(δs)∗ξ
∥∥2

=
∑
s∈Γ

∣∣ψ(s)
∣∣2∥∥π(δs)∗ξ

∥∥2

≤ ‖ξ‖2
∑
s∈Γ

∣∣ψ(s)
∣∣2 = ‖ξ‖2‖ψ‖22,
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so that ‖S‖ ≤ ‖ξ‖. Moreover for Ψ ∈ `2(Γ, H) and t ∈ Γ we have

(S∗Ψ)(t) = (δt S∗Ψ) = (Sδt Ψ) =
∑
s∈Γ

((Sδt)(s) Ψ(s))

=
∑
s∈Γ

(δt(s)π(δs)∗ξ Ψ(s))

= (π(δt)∗ξ Ψ(t)) = (ξ π(δt) Ψ(t)) .

The space `2(Γ, H) is naturally isomorphic to the Hilbert space tensor product `2(Γ) ⊗ H.
Therefore for any t ∈ Λ we have the operaotr λt⊗1H on `2(Γ, H). Under the natural isomorphism
`2(Γ, H)→ `2(Γ)⊗H this operator becomes simply

(
(λt ⊗ 1H)Ψ

)
(s) = Ψ(t−1s).

Now for x ∈ Γ and ψ ∈ `2(Γ) let us compute(
S∗(λx ⊗ 1H)Sψ

)
(t) =

(
ξ π(δt)

(
(λx ⊗ 1H)Sψ

)
(t)
)

=
(
ξ π(δt) (Sψ)(x−1t)

)
=
(
ξ π(δt) ψ(x−1t)π(δx−1t)∗ξ

)
= ψ(x−1t) (ξ π(δx) ξ) = ψ(x−1t)ϕ(x).

This shows that S∗(λx ⊗ 1H)S = ϕ(x)λx = mϕ(δx). Therefore, by linearity, we obtain

mϕ(a) = S∗(a⊗ 1H)S

for all a ∈ C[Γ]. We see that the unique extension Φϕ of mϕ to a map C∗r(Γ)→ C∗r(Γ) is completely
positive (cf. Example 12.4). If ϕ(e) = 1, then Φϕ(1) = Φϕ(δe) = δe = λe = 1. �

Let Φ : C∗r(Γ)→ C∗r(Γ) be a completely positive map. Let us define a function ϕΦ : Γ→ C

ϕΦ(t) = (δe Φ(λt)λ∗t δe) .

Proposition 13.2. Let Φ : C∗r(Γ) → C∗r(Γ) be a completely positive map. Then the function ϕΦ

is positive definite. If Φ is unital then ϕΦ(e) = 1.

Proof. Let ρ denote the right regular representation of Γ:

(ρtψ)(s) = ψ(st)

for all ψ ∈ `2(Γ) and s ∈ Γ. The operators {ρt t ∈ Γ} commute with C∗r(Γ). Moreover for any
t ∈ Γ we have λ∗t δe = ρtδe.

Take t1, . . . , tn ∈ Γ. We have

ϕ(t−1
i tj) =

(
δe Φ(λt−1

i tj
)λ∗
t−1
i tj

δe

)
=
(
δe Φ(λt−1

i tj
) λ∗

t−1
i tj

δe

)
=
(
δe Φ(λt−1

i tj
) ρt−1

i tj
δe

)
=
(
δe Φ(λt−1

i tj
) ρ∗tiρtjδe

)
=
(
δe Φ(λt−1

i tj
)ρ∗ti ρtjδe

)
=
(
δe ρ

∗
tiΦ(λt−1

i tj
) ρtjδe

)
=
(
ρtiδe Φ(λt−1

i tj
) ρtjδe

)
=
(
ρtiδe Φ(λt−1

i tj
) ρtjδe

)
=
(
ρtiδe Φ(λ∗tiλtj ) ρtjδe

)
=
(
δti Φ(λ∗tiλtj ) δtj

)
,

so that the matrix 
ϕ(t−1

1 t1) ϕ(t−1
1 t2) · · · ϕ(t−1

1 tn)
ϕ(t−1

2 t1) ϕ(t−1
2 t2) · · · ϕ(t−1

2 tn)
...

...
. . .

...
ϕ(t−1

n t1) ϕ(t−1
n t2) · · · ϕ(t−1

n tn)


is positive by Corollary 12.3. �

Remark 13.3.
(1) Let ϕ be a finitely supported positive definite function on Γ, then the associated c.p. map

Φϕ maps into a finite dimensional subspace of C∗r(Γ). Moreover if ϕ(e) = 1 then Φϕ is a
unital map.
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(2) The mapping ϕ 7→ Φϕ is an injection from the set of positive definite functions on Γ into
the set of c.p. maps C∗r(Γ) → C∗r(Γ), but its far from being a surjection. In fact we have
for any t ∈ Γ

ϕΦϕ(t) = (δe Φϕ(λt)λ∗t δe)

= (δe ϕ(t)λtλ∗t δe)

= ϕ(t) (δe δe) = ϕ(t).

(3) If Φ: C∗r(Γ) → C∗r(Γ) is a c.p. map which is finite dimensional (has finite dimensional
range) then the corresponding positive definite function ϕΦ has finite support.

14. Nuclearity and amenability

Definition 14.1. Let A and B be C∗-algebras.
(1) A u.c.p. map Φ : A → B is called nuclear if there exists a net (Φi) of finite dimensional

u.c.p. maps A→ B such that ∥∥Φi(a)− Φ(a)
∥∥ −→ 0

for any a ∈ A.
(2) A is called nuclear if idA is a nuclear map.

The above definition of nuclearity of a C∗-algebra is not the most common one. In fact the
most important aspect of nuclearity has to do with tensor products of C∗-algebras. However, the
definition we gave is most suitable for the study of amenability of discrete groups.

Theorem 14.2. Γ is amenable if and only if C∗r(Γ) is a nuclear C∗-algebra.

Proof. Assume that Γ is amenable. Then for any finite F ⊂ Γ and ε > 0 there is a finitely
supported positive definite function ϕF,ε such that ϕF,ε(e) = 1 and∣∣1− ϕF,ε(t)∣∣ < ε

for all t ∈ F .
The u.c.p. maps ΦϕF

are all finite dimensional and clearly for any a ∈ C[Γ] the net
(
ΦϕF,ε

(a)
)

converges to a (the set of all pairs (F, ε) is directed in the obvious way). A standard argument
(using the fact that ‖ΦϕF,ε

‖ = 1 for all F and ε) shows that∥∥ΦϕF,ε
(a)− a

∥∥ −−−→ 0

for all a ∈ C∗r(Γ).
Conversely, let (Φi) be a net of u.c.p. maps C∗r(Γ) → C∗r(Γ) approximating pointwise idC∗r(Γ)

and consider the net of positive definite functions (ϕΦi). Since∥∥Φi(λt)− λt
∥∥ −−−→ 0

in C∗r(Γ) for any t, we have

ϕΦi
(t) = (δe Φi(λt)λ∗t δe) −−−→ (δe δe) = 1.

This means that the net (ϕΦi) approximates the constant function 1 pointwise. By Remark 13.3(3)
the functions (ϕΦi) have finite support and existence of such an approximating net is equivalent
to amenability of Γ (Theorem 10.2). �
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